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objective
● To extract content and texture information from the 

images using a Deep Neural Network Model.
● To create a new image by using different proportions of 

the two features from two different images.

  



MOTIVATION
● To understand the natural phenomena of art sense and 

visual perception in humans
● To understand how the natural neurons interpret the 

texture of a visual observation and distinguish it from 
the content component of the visual source

● Texture relates to spacial similarity between pixels of 
an image, this project attempts to understand the 
behaviour similarity between natural neurons   



IMPLEMENTATION
● VGG16 Convolutional Network is used is used for 

initializing the weights of the convolution layers
● The content and style losses are calculated at each layer 

and the total loss is taken as the weighted sum of two.
● The relative is decided as per requirement of extent of 

mixing.



● A random image is initialized, say target image
● Input content Image and target image are passed through 

the content network 
● The squared error is calculated for each layer and the 

weighted sum is denoted as the total content loss
● Similarly, for the input texture image with style 

network, total style error is the weighted sum.
● Total error is weighted sum of two errors, the weights 

are the user defined hyper-parameters



● Total error is minimized with variable values being the 
target image pixel values

● The minimization done by calculating the loss gradient 
wrt the pixels of target image using error back 
propagation



OBSERVATIONS
● Observation made for alpha = 0.000008 and beta = 0.00003 

with 200 epocs



● Another made with same set of images, alpha = 0.00001 and  
beta = 0.00002 with 100 epocs



● The following set is made to understand the effect of 
increasing the number of epocs with alpha = 0.000001 and 
beta = 0.00005

● For number of epocs = 300



● For number of epocs = 1000



● For number of epocs = 2000



CONCLUSION
● The target image gets more similarity to the image input 

which has more weight to reduce the loss
● As the number of epocs increase, the target image gets 

more and more closer to the higher weighted input image
● Texture and content of the images cannot be totally 

isolated, therefore, the target image do show the 
features of both images
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